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Timetable and Program 
 
Date Time Session or activity Location 

14:00-20:00 Registration “T” building, 4th floor, secretary room June 30 
 20:00-22:00 Welcome cocktail   “T” building, 4th floor, protocol room 

9:00-10:00 Registration “T” building, conference desk 
10:00-10:15 Opening Ceremony “T” building, T308 
10:15-11:00 Plenary Session I “T” building, T308 
11:00-11:15 Coffee Break  

Artificial Intelligence I “T” building, T308 11:15-12:30 
Research and Educational 
multimedia applications 

“T” building, T307 

12:30-13:30 Student presentation and 
exhibition 

“T” building, Laboratories 

13:30-15:30 Lunch Break “University House” restaurant  
Communications I “T” building, T308 15:30-16:45 
Bio-medical applications I “T” building, T307 

16:45-17:00 Coffee Break  
Electronic circuits and 
equipments I 

“T” building, T308 17:00-19:00 

Software and computer 
applications I 

“T” building, T307 

July 1 

20:00 Dinner “University House” restaurant 
9:00-9:45 Plenary Session II “T” building, T308 
9:45-10:00 Coffee Break  

Artificial Intelligence II “T” building, T308 10:00-11:15 
Bio-medical applications II “T” building, T307 
Electronic circuits and 
equipments II 

“T” building, T308 

Software and computer 
applications II 

“T” building, T307 

11:15-13:15 

Communications II “T” building, T309 
13:15-13:30 Closing remarks and 

Coffee Break 
 

13:30-15:00 Lunch Break “University House” restaurant 

July 2 

15:00-21:00 Excursion in Argeş county  
 
 
 
 



 
 

PROGRAM  
 

June 30, 14:00-20:00 
Registration of the participants 
“T” building, 4th floor, secretary room 
 
June 30, 20:00-22:00 
Welcome cocktail   
“T” building, 4th floor, protocol room 
 
July 1, 9:00-10:00 
Registration of the participants 
“T” building, conference desk 
 

OPENING CEREMONY  
 
July 1, 10:00-10:15 
Welcome and Opening Addresses 
“T” building, T308 
 

PLENARY SESSION I and EXHIBITION 
 
July 1, 10:15-11:00 
“T” building, T308 
Chairs: Harold SZU, Emil SOFRON, Ilie POPA 
 
Fuzzy multi-criteria decision making method for diagnostic selection 

Andreeva  PLAMENA, Manolov OGNYAN 
Bulgarian Academy of Sciences, Bulgaria 

 
Internet security: using hacker techniques to improve information systems 

Philip FOGARTY, Ali  MAARUF 
Department of Electronic Engineering, Oxford Brookes University, Oxford, UK 
 

Telemonitoring system for cardiological  diseases  
Sorin PUSCOCI, Florin SERBANESCU 
INSCC Bucharest, Quickweb INFO Bucharest 
 

Bluetooth: profiles and applications 
Ion BOGDAN 
Technical University „Gheorghe Asachi” 
 

PLENARY SESSION II and EXHIBITION 
 
July 2, 9:00-9:45 
“T” building, T308 
Chairs: Junzo WATADA , Teodor PETRESCU, Ion BOGDAN 
 
On image smoothing filters - new approaches 

Horia – Nicolai TEODORESCU 
Technical University „Gheorghe Asachi” 

 
Automatic speech recognition user interface 

Doru MUNTEANU 
Military Technical Academy 
 



REGULAR AND INVITED SESSIONS 
 

I. Artificial Intelligence I 
(July 1, “T” building, T308, 11:15-12:30) 
Co-Chairs: Manolov OGNYAN, Nicu BIZON 

 
Postmodernism and fuzzy set theory 

Constantin Virgil NEGOITA 
City University of New York, USA 

 
Neurofuzzy networks in motor imagery 

Stefan  COSOSCHI,   Alexandru UNGUREANU, Rodica  STRUNGARU 
“Politehnica” University of Bucharest 

 
Knock detection by time analysis of the vibration signal using a neural 

Dan LAZARESCU, Mihaela UNGUREANU, Vasile LAZARESCU 
“Politehnica” University of Bucharest 
 

Hysteretic fuzzy control of the boost converter 
Nicu BIZON, Mihai OPROESCU 
University of Pitesti 
 

II. Artificial Intelligence II 
(July 2, “T” building, T308, 10:00-11:15) 
Co-Chairs: Horia – Nicolai TEODORESCU, Ionita SILVI U 

 
Clocked hysteretic fuzzy control of the boost converter 

Nicu BIZON, Mihai OPROESCU 
University of Pitesti 

 
Correlation between the information access time and the benefits the commercial players obtain, in a fuzzy network model 

Horia – Nicolai TEODORESCU, Marius ZBANCIOC 
Technical University „Gheorghe Asachi”, 

 
Controlling the trajectories for mobile robots with neural networks 

Robert BELOIU, Mariana IORGULESCU Octavian DUMITRU, Petre COMBEI, Adrinel 
STANCESCU 
University of Pitesti 
 

Neural networks and SPAM detection 
Constantin Alin MIROIU, Florin SMARANDA 
Draexlmaier Group, University of Pitesti 
 

III. Research and Educational multimedia applications 
(July 1, “T” building, T307, 11:15-12:30) 
Co-Chairs: Serban GHEORGHE, Eugene ROVENTA , Mircea STEFANESCU  

 
Technogical transfer and  bussiness incubation processess - international and national perspectives 

Alexandru MARIN,  Claudia-Roberta VISAN 

“Politehnica” University of Bucharest 
 
Case study: hybrid, internet-based medical informatics education course 

Mircea STEFANESCU 
Clinical Hospital “Coltea” 

 
The Copyright in Internet Media 

Dumitru SCHEIANU, Ilie IORADCHE, Adriana GIJU 
University of Pitesti, Gr. Sc. Ind. Eneregtic Craiova 



Student support in distance learning 
Luminiţa ŞERBĂNESCU 
University of Pitesti 
 

Internet-based distance education 
Luminiţa ŞERBĂNESCU 
University of Pitesti 
 

Multimedia data management by object_oriented semantic tool 
Florentina Magda ENESCU,   Marian Marius POPESCU   
University of Pitesti, STS-Valcea     

 
IV. Electronic circuits and equipments I 

(July 1, “T” building, T308, 17:00-19:00) 
Co-Chairs: Lucien DASCALESCU,  Andrei  HORIA, Ioan LITA 

 
Accelerometric signal processing for uncertain environments investigation 

Silviu IONITA, Horia – Nicolai TEODORESCU, Emil SOFRON, Vasile Gabriel IANA  
University of Pitesti, Technical University „Gheorghe Asachi” 

 
The minimum dissipated power in stationary regime 

Andrei  HORIA, Fanica SPINEI, Costin CEPISCA,  Valentin DOGARU 
Valahia University of Targoviste,  Politehnica University of Bucharest 

 
Control structure of a walking robot without degrees of freedom 

Anca PETRISOR 
University of Craiova 

 
Consideration on the evaluation of the reliability parameters for electronic equipments 

Gheorghe VIERU 
Institute for Nuclear Research Pitesti 

 
Electric drive system with dc motor with closed control speed loop 

Robert BELOIU, Mariana IORGULESCU, Octavian DUMITRU, Petre COMBEI, Adrinel 
STANCESCU 
University of Piteşti 

 
Implementation of a RISC architecture in a reduced complexity FPGA 

Vasile Gabriel  IANA, Gheorghe SERBAN 
University of Piteşti 
 

Circuit for Low Inductance Measurement 
Marian RADUCU, Silviu IONITA 
University of Piteşti 
 

V. Electronic circuits and equipments II 
(July 2, “T” building, T308, 11:15-13:15) 
Co-Chairs: Marin DRAGULINESCU, Gheorghe GAVRILOAIA,  Octavian DUMITRU 
 

Utilations of radar polarimetry in environment analyse   
Gheorghe GAVRILOAIA, O. SUCIU 
University of Piteşti 
 

Performance optimization for fuel vehicle 
Gheorghe  GAVRILOAIA,  M. CIUPERCEANU 
University of Piteşti 
 
 



About LC oscillators 
Luiza GRIGORESCU 
Dunarea de Jos University 
 

Oscillator with magnetic coupling 
Luiza GRIGORESCU 
Dunarea de Jos University 
 

Electric drive system with dc motor with closed current loop and open speed loop 
Robert BELOIU, Mariana IORGULESCU, Octavian DUMITRU, Petre COMBEI, Adrinel 
STANCESCU 
University of Piteşti 
 

Induction motors faults diagnosis based on neural networks 
Mariana IORGULESCU, Robert BELOIU 
University of Piteşti 
 

Induction motors models and faults simulation 
Mariana IORGULESCU 
University of Piteşti 
 

Implementing multipliers for computational intensive  applications in reconfigurable hardware 
Valeriu Manuel  IONESCU, Petre  ANGHELESCU, Laurentiu  IONESCU, Vasile Gabriel  IANA 
University of Piteşti 
 

LabVIEW Application for a Power Line Communication system 
Ioan LIŢĂ, Daniel Alexandru VIŞAN, Ion Bogdan CIOC, George ANGELESCU 
University of Pitesti 
 

Spherical Coordonating Command of Stepper Motors Using LabVIEW  
Ioan LIŢĂ, Ion Bogdan CIOC, Daniel Alexandru VIŞAN, Alexandru DOGARU 
University of Pitesti 
 

VI. Communications I  
(July 1, “T” building, T308, 15:30-16:45) 
Co-Chairs: Ali  MAARUF, Ion TUTANESCU 
 

Beamforming techniques in wireless networks 
Ion BOGDAN 
Technical University „Gheorghe Asachi” 
 

Analysis of NEWPRED Implementation for MPEG-4 over MTS Moving Propagation Environment 
Bhumin H. PATHAK,  Geoff CHILDS, Ali  MAARUF 
Communications Research Group, Oxford Brookes University, Oxford UK 
 

Speech synthesis methods – formant synthesis 
Valentin BOŞCĂNICI, Constantin ANTON, Paul ROŞIANU, Dumitru BREBEANU 
Special Telecommunication Service - Argeş 
 

The EZW algorithm in wavelet-based image compression 
Dumitru BREBEANU, Mariana JURIAN, Constantin ANTON, Valentin BOSCANICI 
Special Telecommunication Service – Argeş, University of Pitesti 

 
 
 
 
 
 



VII. Communications I I 
(July 2, “T” building, T309, 11:15-13:15) 
Co-Chairs: Ion SIMA, Mariana JURIAN 
 

Design of tunable filter based on distributed MEMS resonators 
Stefan SIMION 
Military Technical Academy 
 

An efficient method to design the broad-band equivalent antennas 
Ion T. SIMA 
University of Pitesti 
 

Watermarking - system for copyright protection 
Paul ROŞIANU, Constantin ANTON, Dumitru BREBEANU, Valentin BOŞCĂNICI 
Special Telecommunication Service - Argeş 

 
Digital to analog converter based on sigma-delta modulation with reprogrammable structures 

Vasile Gabriel  IANA, Petre ANGELESCU, Cosmin IVAN, Emil SOFRON, Serban GHEORGHE, 
Alexandru  SERBANESCU 
University of Piteşti, Military Technical Academy 
 

Chaos router: increasing performance and stability of computers network 
Daniel  MURUGĂ, Alexandru ŞERBĂNESCU 
University of Piteşti, Military Technical Academy 
 

Embedded system for measure and wireless communication in the band 433 Mhz 
Alin MAZĂRE, Ionel BOSTAN, Laurenţiu IONESCU 
University of Pitesti 
 

An automatic analog modulation recognition algorithm based on a decision tree approach 
Viorel  GRIGORE, Loredan  MOLOCENIUC, Toni-Cristian  VOICULESCU 
University of Piteşti 
 

DSL 
Toni-Cristian  VOICULESCU, Loredan  MOLOCENIUC, Viorel   GRIGORE 
Special Telecommunication Service – Argeş, University of Pitesti 
 

VIII. Bio-medical applications I  
(July 1, “T” building, T308, 15:30-16:45) 
Co-Chairs: Rodica STRUNGARU, Harold SZU,  Pasca SEVER 
 

Image information mining for medical diagnosis help 
M.DATCU, A. COLAPICCHIONI, Rodica STRUNGARU,  Clara PASQUALI, R. MURRI, S. PASCA 
“Politehnica” University of Bucharest, Advanced Computer Systems, Rome, Italy 
 

Heart rate variability analysis using time-frequency analysis 
Alexandru UNGUREANU, Mihaela UNGUREANU, Rodica STRUNGARU 
“Politehnica” University of Bucharest 
 

E-health applications for mobile biosignal analysis 
Liviu MORARU, Rodica STRUNGARU, Mihaela UNGUREANU 
“Politehnica” University of Bucharest 
 

Content-based image retrieval in medical image databases 
Mihaela UNGUREANU, Rodica STRUNGARU, Sever PASCA 
“Politehnica” University of Bucharest 

 
 



Application of surface fractal analysis in medical images 
Elena MIRCEA , Florin MUNTEANU 
“Politehnica” University of Bucharest 
 

The effect of electrical stimulation on the persistent vegetative coma patients 
Zabach BAREAA, Pasca SEVER, Mihaela UNGUREANU, Jean CIUREA 
“Politehnica” University of Bucharest, Bagdazar Hospital, Bucharest 
 

IX. Bio-medical applications II 
(July 2, “T” building, T309, 10:00-11:15) 
Co-Chairs: Horia – Nicolai Teodorescu,  Mihaela UNGUREANU 
 

Computational analysis of a new image filter for echography 
Horia – Nicolai Teodorescu, Raluca Ganea, Constantin Mocanasu 
Technical University  “Gh. Asachi”   
 

Digital Image Processing in Dentistry 
Stefan OPREA, Ilie POPA, Costin MARINESCU, Lauretiu APOSTOL 
University of Pitesti, UCLA School of Dentistry, Los Angeles, USA 

 
The Robot System with Autonomous Moving in the Tubes for inservice inspection 

Ilie POPA, Stefan OPREA 
University of Pitesti 
 

The impact of the apical morphology of a layer v burst firing neocortical pyramidal cell to its discharge pattern 
Otilia PĂDURARU 
Institute for Theoretical Computer Science, Romanian Academy, Iaşi Branch 
 

Full mouth reconstruction using computers instead of scalpels 
Costin Marinescu, Stefan OPREA 
UCLA School of Dentistry, Los Angeles, USA, University of Pitesti 
 

The statistics of nonlinear parameters for the normal and emotional voice 
Horia Nicolai Teodorescu, Monica Feraru 
Technical University  “Gh. Asachi”   
 

Knowledge representation into expert systems using a relational model 
Emil SOFRON, Gheorghe GAVRILOAIA, Viorel PAUN, Doru CONSTANTIN 
University of Pitesti 
 

X. Software and computer applications I 
(July 1, “T” building, T308, 17:00-19:00) 
Co-Chairs: Ioan DUMITRACHE, Ilie POPA, Ion STEFANES CU  

 
Mobile agents in remote energy meter reading and management systems 

Radwan TAHBOUB, Vasile LAZARESCU 
“Politehnica” University of Bucharest 

 
A statistical approach to fast algorithms for vector quantization 

Spiridon Florin BELDIANU 
Technical University  “Gh. Asachi”   

 
Discrimination, a new principle in the efficient simplification of the digital binary and multi-valent functions 

Ion STEFANESCU 
University of Piteşti 

 
 
 



Technical aspects of hazard parts of making evident and hazard elimination in binary and multivalent 
combination logic structure 

Ion STEFANESCU 
University of Piteşti 

 
Aspects of minimization hardware and software decisional systems - an extension of discrimination method 

Adrian ZAFIU, Ion STEFANESCU 
University of Piteşti 

 
A new version of the Flusser moments set 

Iulian-Constantin VIZITIU 
Military Technical Academy 
 

Use of the autocorrelation function for identifying the dominant noise type 
Constantin ANTON, Paul ROŞIANU, Dumitru BREBEANU 
Special Telecommunication Service - Argeş 

 
XI Software and computer applications II 

(July 2, “T” building, T308, 11:15-13:15) 
Co-Chairs: Constantin NEGOIESCU, Alexandru SERBANESCU, Eugen Diaconescu 
 

Human body models for electromagnetic absorption analyze  
Gheorghe GAVRILOAIA 
University of Pitesti 
 

Blue data fusion in the presence of incertitude  
Gheorghe GAVRILOAIA, Adrian STOICA, Augustin SPERILA 
University of Pitesti, Military Technical Academy, Romanian Air Force 
 

Pseudorandom pattern generators based on cellular automata 
Petre ANGHELESCU, Emil SOFRON, Vasile Gabriel IANA, Valeriu IONESCU 
University of Pitesti 
 

The implementation of a control and command automat on evolutive hardware based structure 
Laurenţiu IONESCU, Alin MAZĂRE, Valeriu IONESCU, Georghe ŞERBAN 
University of Pitesti 
 

Using of discrimination method for optimizing and hardware implementation of an algorithm for computing 
the maximum and the minimum of two numbers coded on four bits each 

Adrian ZAFIU, Laurenţiu IONESCU, Ion STEFANESCU 
University of Pitesti 
 

A comparison between traditional and discrimination method of maximum and minimum circuit synthesis 
for implementation on field programmable gates array 

Laurenţiu IONESCU, Adrian ZAFIU, Ion ŞTEFĂNESCU 
University of Pitesti 
 

PLC with Rabbit 3000 
Eugen DIACONESCU, Adrian ZAFIU 
University of Pitesti 
 

A new simple and practical corner orientation detector 
Eugen DIACONESCU, Cristian DRAGOMIRESCU 
University of Pitesti 
 

A data-parallel implementation of a problem regarding multiphase flows in porous media 
Catalin DIACONESCU 
University of Pitesti 
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Abstract. An integrated method for diagnostic classification is proposed. 

It combines similarity models and fuzzy rules evaluation criterion to predict 

early cancer form in discrete data sets. The proposed decision making 

method supports the diagnostic inference in multicriteria problems under 

uncertainties from fuzzy type. The self-organizing maps (SOM) technique, 

originally stated in T. Kohonen (1995), is applied for data visualization.  

Kohonen Maps are also used for modeling of the multidimensional data. The 

obtained results exceed these from other neural network approaches. The

proposed method has been tested with two medical examples achieving good 

results near to the best reported in Ben-Hur et. all (2001) and in P. 

Mangiameli et. all (2002) and having better interpretation and 

understandability, which are important for practical medical application. 

Here the integrated multi-criteria diagnostic (IMD) method has been shown 

to provide a viable alternative.

1. INTRODUCTION

In general, diagnostic inference can be taken 

as a typical multi-criteria decision making task due 

to the multiple factors involved in the analysis of the 

specific medical problem. Multiple criteria decision 
making approach is the major part of decision 

theory and analysis, requiring explicit account of 

more than one criterion in supporting the decision 

process.

Diagnosis of diseases is an important and 

difficult task in medicine. Detecting a disease from 

several factors or symptoms is a many-layered 

problem that also may lead to false assumptions 

with often unpredictable effects. Therefore, using 

the knowledge and experience of many specialists 
collected in databases to support the decision 

making process is a necessary step. In this paper, we 

propose an integrated method for diagnostic 

classification, which combines known similarity 

models (clustering and classification) and fuzzy 

rules for evaluation criterion. Recently, many 

different methods [Provost et. all, 1998, Hall, 2000, 

Veropoulos, 2001] are proposed with the aim of 
introducing a trade-off between accuracy and 

interpretability.

1.1 Problem statement.
Diabetes mellitus and cancer illness are the 

two most frequent forms of diseases that lead to 

important symptoms resulting in functional 

impairment. This are treatable diseases and the key 

to their control is rapid identification and immediate 

treatment of patients. According to World Health 

Organization criteria the diagnosis of diabetes in 
early stages is investigated. In medical data analysis 

one has to select useful knowledge for medical 

decisions, such as the diagnosis of presence or 
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absence of breast cancer disease. A reliable and 

precise classification of tumors is essential for 

successful diagnosis and treatment of cancer. 
Current methods for classifying human 

malignancies rely on a variety of morphological, 

clinical, and molecular variables. In spite of recent 

progress, there are still uncertainties in diagnosis. 

The existing classes are heterogeneous and follow 

different clinical courses. The first task includes the 

identification of new tumor classes (unsupervised 

learning). The classification of malignancies into 

known classes is subject to the methods of 

supervised learning techniques. An  important task 
is the identification of marker genes that 

characterize the different tumor classes, which is 

subject to feature selection methods. The most 

important thing for such domain in practical medical 

application is usefulness, understandability and 

better interpretation of the selected decision. The 

potential benefits of the proposed integrated method 

for diagnostic classification include increased 

feasibility, enhanced accuracy, low complexity 
analysis and reduced time.

Current research
For medical diagnosis there are many expert 

systems based on logical rules [3], [4], [8] for 

decision making and prediction. The most precise 
rules are often with low completeness as they are 

special cases and do not bring any help in prediction 

and future trends. The real medical applications are 

systems with imprecision and uncertainty in logical 

rules. This is why fuzzy logic is well suited for 

decision-making and rule extraction. The analysis of 
collected medical data is performed in two steps: 

selection of the training samples and input features, 

and construction of classifier. For the first step a 
modified k-means type algorithm is used, which 

combines fuzzy sets and k-means to achieve the 

optimal selection of the training samples and input 
features simultaneously. By this algorithm, the 

"singular" samples will be eliminated according to 

the classification accuracy and the features that 

facilitate the classification will be enhanced. On the 

opposite, the useless features will be suppressed and 

eliminated. For the second step the hierarchical 

strategy is proposed for the construction of 

classifiers expressed as decision trees or as sets of 

rules.

First a brief introduction to the problem and 

self-organizing maps [6] is presented, than this 

technique is applied together with a fuzzy reasoning 

evaluation criterion to diagnostic classification. 

Finally the paper shows that the Kohonen neural 
network achieves good performance that exceeds 

the results of other neural network approaches and 

decision trees. To verify the feasibility of this 

approach, a case study was conducted with 

Breast.Cancer and Diabetes data sets 

(http://www.ics.uci.edu ). The first one contains 698 

cases and 9 attributes, and the second – 768 cases 

and 8 attributes as given in table 1. The goal of the 

experimental examples refers to the presence of 

breast cancer disease (diabetes mellitus) in the 
patient. The target variable (class attribute) 

distinguishes between five levels of cancer: 0 - no 

presence and 1, 2, 3, 4 - presence at a gradually 

increased level. So the problem is twofold: first. a 

binary classification problem (0/1) on attempting to 

distinguish presence from absence and second - to 

find a model that classifies the five levels of disease 

most accurately (0-4).

2. INTEGRATED METHOD 

DESCRIPTION

There are four types of decision rules: exact 

but not complete; inexact but complete; exact and 

compete and inexact and incomplete. In the first 

case an exact rule means that it is always true. For 

example “Part of the people with cancer die”. This 

rule is not complete, because it does not state 

exactly what part and under which circumstance is 

going to die. The second case is the most 

interesting. It gives a percentage probability to 
become true.  For examples “The smokers develop a 

lung cancer”. It is not an exact rule because only 6% 

of all smokers are going to develop a lung cancer 
(Pcancer=0,06), but from the lung cancer patients 95% 

are smokers, so it becomes an almost exact rule. In 

the third case the truth is always full (P = 1). For 

example “The sum of each two length in the triangle 

is greater than the third one”. The last case is not 

used in the analysis of information systems and it 

does not bring usefull decision. 

2.1. Decision Rules Using Fuzzy Sets

When using fuzzy sets in the algorithm for 

data clustering we generate decision rules that map 
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the value of an objects attribute to a decision value. 

The rules are generated from a test set. A 

deterministic decision system can be completely 
expressed by a set of definite rules. Depending on 

the threshold value, it will be generated zero, one or 

more mutually inconsistent rules. A threshold of 1 

gives only the set of default rules that are exactly 

identical to the set of definite rules. A threshold 

value greater than 0.5 maps the value of an object 

attributes of an inconsistent equivalence class into 

only one decision class, where as a threshold value 

below 0.5 may map into several decision classes.

Definite and default rules generated directly 
from the training set, tends to be very specialized. 

This can be a problem when the rules are applied to 

unknown data.  By making variations in the 

threshold value, one can tune the number of default 

rules to get the most optional result. Rules are easy 

for humans to interpret and use. If we make the 

rules more general, chances are that a greater 

number of the objects can be matched by one or 

more of the rules. One way to do this is to remove 
some of the attributes in the decision system, and 

glue together equivalence classes. This will certainly 

increase the inconsistency in the decision system, 
but by assuming that the attributes removed only 

discerns a few rare objects from a much larger 

decision class, this may not be a problem in most 
cases. 

Clustering is a more difficult problem than 

classification because there is no learning set of 

labeled observations, the number of groups is 

usually unknown, the relevant features and distance 

measure have to be selected in advance. Most of the 
algorithms that are appealing are computationally 

too complex to have exact solutions, therefore 

approximate solutions including fuzzy rules are 
used. Clustering procedures fall into two broad 

categories: 

Hierarchical methods, which provide a 
hierarchy of clusters, from the smallest, where all 

objects are in one cluster, through to the largest set 

(each case has own cluster); 

Partitioning methods, which usually require 

the specification of the number of clusters.

Most methods used in practice are 

agglomerative hierarchical methods. In large part, 

this is due to the availability of efficient exact 

algorithms. Examples of partitioning methods are k-

means and Self-organizing Maps [7].

2.2. Decision making for Medical 

Diagnosis
The human interpretability of rules and trees is a 

major benefit. We concentrated on decision tree learners 

and rule learners as they generate clear descriptions of 

how the ML method arrives at a particular classification. 

These models tend to be simple and understandable. In 

medical domains comprehensibility is particularly 

important.

In medical diagnosis, sensitivity gives the 

percentage of correctly classified diseased cases and 

specificity the percentage of correctly classified 
individuals without the disease. The area of overlap 

indicates where the test cannot distinguish normally 

from the diseased cases. In practice, therefore, a cut-
off value is chosen (cut point indicated by the 

vertical dashed line) above which the test is 

considered to be abnormal and below which the test 

is considered to be normal. For the ideal medical 

case a frequency distribution is given on figure 1.

Fig. 1. Frequency distribution of ideally medical 

cases

Fuzzy logics, as examples of well-studied 

many-valued truth structures, have shown how an 

algebraic treatment can be used for measuring the 

usefulness of implicators. The central notion in 

possibility theory is that of a so-called elastic 

restriction that allows us to discriminate between the 

more or less plausible values for a variable X in a 

universe U. In this sense, it reflects our uncertainty 
about the true value of X. This elastic restriction is 

modeled by a mapping p(X) from U to a set L,

whose values represent degrees of possibility, so 
that u2 = 0,7 means that it is possible to 

degree 0,7 from L that X takes the value u2 from U. 

Typically a mix of positive and negative evidence 

contributes to our knowledge about X; positive 

evidence here means that we get information that 

particular values are to a given extent possible for X, 

while negative evidence includes those statements 
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that tell us something about the necessity that X

cannot in fact take a particular value. 

In statistics it is customary to call the 
components of the data vectors observations

recorded on variables. The components may also be 

called features as is customary in pattern 

recognition literature. A central role in applying a 

method to large, high-dimensional data sets play the 

questions: what kinds of structures the method is 

able to extract from the data set, how does it 

illustrate the structures, does it reduce the 

dimensionality of the data, and does it reduce the 

number of data items. The major drawback that 
applies to all methods in the data mining setting is 

that they do not reduce the amount of data. The 

methods could be useful for illustrating some kinds 

of summaries of the data set like the cluster 

centroids or the reference vectors of a self-

organizing map. Clusters can be interpreted as if-

then rules. The structure information discovered by 

fuzzy clustering can therefore be translated to 

human readable fuzzy rule bases.

Clustering Algorithm 

Partitional clustering attempts to directly 
decompose the data set into a set of disjoint clusters. 

The criterion function that the clustering algorithm 

tries to minimize may emphasize the local structure 
of the data, as by assigning clusters to peaks in the 

probability density function, or the global structure. 

Typically the global criteria involve minimizing 

some measure of dissimilarity in the samples. In this 

paper a commonly used partitional clustering 

method, K-means clustering is applied with the 
modified fuzzy sets for the attribute class 

(diagnosis). The functional to be minimized is given 

in Eq. (1). In K-means clustering the criterion 
function is the average squared distance of the data 

items from their nearest cluster centroids.  For IMD 

method the distance is iteratively computed and 
applied, so a fine granulation is done. An overall 

data analysis scheme with plausible prediction, 

based on fuzzy evaluation criterion is given on 

figure 2.

The fuzzy clustering algorithm uses

assignment of fuzzy membership values as a

confidence measure in tumor classification. Given 

an input data space X = {x1j, x2j,...,xnj}, where n is the 

number of records in dataset and j is the dimension 

of attributes space, we assume the existence of C =2 
clusters  for binary classification. We are interested 

in minimizing the following cost:

2

1 1

)(
n

i

C

j

jiij CxuJ > 1;

(1)

The parameter  controls the degree of 

fuzziness in the process. The following algorithm 
finds a solution that converges to a local minimum 

of J(U).

For 1  and 1  calculate 

membership values µji ; 

For 1 < j  update the cluster centers by  

(2);  

The process stops when the difference in the 

µj 's between two consecutive iterations is smaller 
than a given tolerance ;

otherwise go to step 3.

Fig. 2.  Data analysis scheme with plausible 

prediction, based on fuzzy evaluation criterion

It may be especially advantageous to 

introduce fuzzy sets [16] in diagnosis classification, 
where frequently unlabeled tumor samples may not 

necessarily be clear members of one class or 

another. Using crisp techniques, an ambiguous 

sample will be assigned to one class only, resulting 

in an aura of precision and definiteness to the 

assignment that is not warranted. On the other hand, 

fuzzy techniques will specify to what degree the 

object belongs to each class, which is information 

that will frequently be useful. For instance, if we use 

fuzzy membership values to construct a weighted 
SOM component plane of each type of tumor class, 

we may identify some important expression features 

of the tumor class.
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 The cluster centers are calculated as 

weighted fuzzy sum of the Xk:
As the first step, a single decision tree (rule) 

is constructed from the training data (e.g. 

BreastCancer dataset). This classifier will usually 
make mistakes on some cases in the data. When the 

second classifier is constructed, more attention is 

paid to these cases in an attempt to get them right. 

As a consequence, the second classifier will 

generally be different from the first. It also will 

make errors on some cases, and these become the 

focus of attention during construction of the third 

classifier. This process continues for a pre-

determined number of iterations or trials. The 
degrees of mach in a rule are combined with the 

Min operator. In this way, the importance of 

attributes of a rule, which can be changed from time 
to time, can be reflected to reasoning. After stepwise 

refinement simple and useful models are achieved. 

Rules has the following structure:
Rk : if x1 is A1k and . . . and xn is Ank then Y is 

Cj ,

where x1 . . . xn are the attributes in the 

antecedent affecting status of the consequent, A1k . . 

. Ank are linguistic labels used to discretize the 

continuous domain of the variables, and Y is the 

class Cj to which the object belongs.  Classical 

fuzzy reasoning methods derive a class based on 

maximum matching among the rules in the fuzzy 
production system. Lets suppose that a set of rules R

= {R1, . . . Rm} and a set of input pattern A. = {A.1 . 

. . A.n} where A.j is a input pattern for the j th 

attribute of the antecedent part of the rule base R. 

Then the strength of the activation of the if-part of 

the rule k (matching degree) usually obtained by 

applying a t-norm to the degree of satisfaction of the 

clauses (x j is Ajk ).

In the literature, there are some proposals for 

this conjunction operator such as t-norm product 
and minimum. In our method each attribute was 

fuzzified into 5 linguistic variables from triangle 

type. To get a sharper difference between presence 
and absence of disease, we transformed the target 

variable into -1 for absence, and 1 to 4 for presence 

correspondingly. From Fuzzy Rule Induction using 

the Breast.Cancer data set two models were 

generated for the binary classification task :

IF NB_attr2 AND  PB_attr3 THEN 

Negative_diagnose

IF PB_attr2 AND PB_attr3 OR PS_attr6 OR 

PS_attr7 THEN Positive_diagnisee 

Here the attribute2 is the most important 

attribute, and has importance weight =1.

An importance considered here can be 

interpreted as a weight of respective attribute in a 

fuzzy rule. Various techniques are used to determine 
weight coefficients [1], [4], [11], [14] to allow the 

decision maker to assign weighting coefficients to 

the criteria in the multi- criteria decision making 

situation such as Direct Determination Method, 

Comparative Matrix Method, and Analytic 

Hierarchy Method. The FeatureSelection algorithm 

in package WEKA [15] has been used to derive 

weights of attributes in multi-attribute decision-

making situations. The method to design fuzzy rules 
automatically is by learning function of neural 

network. The input data are divided into 5 clusters 

using a conventional hierarchical clustering method. 
The output y from neural network is:

n

i

i

n

i

ii

y

1

1

.

,  where i is the membership 

value of the i-th rule and wi is the weight. (3)

This way the fuzzy rules are created by means 
of the neural network. For multiclass classifier they 

combine binary classifiers and choose the class 

where the argument of the decision function is 

maximal. First, they guide the clustering process to 

partition the data set into more meaningful clusters. 

Second, they can be used in the subsequent steps of 
a learning system to improve its learning behavior.

This proposed integrated method combines the 

advantages of neural networks (ability for 
identification and control) with the advantages of 

fuzzy logic (ability for decision and use of expert 

knowledge).
A problem with the clustering methods is that 

the interpretation of the clusters may be difficult. 

Most clustering algorithms prefer certain cluster 

shapes, and the algorithms will always assign the 

data to clusters of such shapes even if there were no 

clusters in the data. Therefore, if the goal is not just 

n

i

ij

n

i

iij

j

x

C

1

1

.

 (2)
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to compress the data set but also to make inferences 

about its cluster structure, it is essential to analyze 

whether the data set exhibits a clustering tendency, 
as sated in [1]. The results of the cluster analysis 

need to be validated. Another potential problem is 

that the choice of the number of clusters may be 

critical: quite different kinds of clusters may emerge 

when K is changed. Good initialization of the cluster 

centroids may also be crucial; some clusters may 

even be left empty if their centroids lie initially far 

from the distribution of data. The Bayesian rule is 

the optimal classification rule if the underlying 

distribution of the data is known. In practice we do 
not know the underlying distribution. 

The clusters should be illustrated somehow to 

aid in understanding what they are like. For example 

in the case of the K-means algorithm the centroids 

that represent the clusters are still high-dimensional, 

and some additional illustration methods are needed 

for visualizing them. The goal of clustering is to 

reduce the amount of data by categorizing or 

grouping similar data items together. Such grouping 
is pervasive in the way humans process information, 

and one of the motivations for using clustering 

algorithms is to provide automated tools to help in 
constructing categories or taxonomies.

3. SOM

The Self-Organizing Map (SOM, also called 

Kohonen map) is a popular neural network based on 

unsupervised learning. The SOM Toolbox for 

MATLAB [7] is suited for data understanding and 

can be used for classification and modeling. Each 
neuron is a d-dimensional weight vector, where d is 

equal to the dimension of the input vectors. The 

neurons are connected to adjacent neurons by a 

neighborhood relation, which dictates the topology, 

or structure, of the map. In the traditional sequential 

training, samples are presented to the map one at a 

time, and the algorithm gradually moves the weight 

vectors towards them, as shown in the experiments 

on Figure 6. In the batch training, the data set is 

presented to the SOM as a whole, and the new 
weight vectors are weighted averages of the data 

vectors. Both algorithms are iterative. The 

MATLAB version in both tests was 6.1. The SOM 
is used mainly in data visualization, as it can be 

effectively used to reduce high-dimensional data to 

a two dimensional map. One of the main strengths 

of the method is the ability to automatically cluster 

similar patterns in its training set.

With each iteration, the criteria are losing 
their external character, i.e., overfitting is not 

completely avoided. Very often a self-organization

of models can be found in those cases where the 

data sample contains only a part of the model 

arguments. This case corresponds to the presence of 

large additive noise. If the noise dispersion is larger 

than the dispersion of the output variable, a 

minimum of the external criterion does not exist. 

Fuzzy, very noisy variables have to go through 

several levels of modeling. Exact variables need no 
modeling. For complex models the internal criterion 

RRA will decrease with increasing complexity of the 

model while the external criterion RRB will grow. 

The intersection determines the structure of the 

physical model by the given reference function (fig. 

3).

Fig. 3. Self-organization of a physical model 

using inductive selection procedures. RRA -

min of the criterion of accuracy, calculated on 

the learning sequence; RRB - min of the 

criterion of accuracy, calculated on the testing 

sequence

The self-organizing maps illustrate structures 

in the data in a different manner than, for example, 

multidimensional scaling, a more traditional 

multivariate data analysis methodology. The SOM 

algorithm concentrates on preserving the 

neighborhood relations in the data instead of trying 

to preserve the distances between the data items. 

Comparisons between methods having different 
goals must eventually be based on their practical 

applicability. Here the SOM has been shown to 

provide a viable alternative. No assumptions about 
the distribution of the data need to be made, it may 

even find quite unexpected structures from the data 

map units, n is the number of data samples and d is 
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the input space dimension. For [3000 x 10] data 

matrix and 300 map units the amount of memory 

required is still moderate, in the order of 3.5 MBs. 
But for [30000 x 50] data matrix and 3000 map 

units, the memory requirement is more than 280 

MBs. SOM_PAK requires much less memory, about 

20 MBs for the [30000 x 50] case, and can operate 

with buffered data.

4. CASE STUDIES

In practical applications one has to decide 
which models and parameters may be appropriate 

for diagnosis and prediction problems. An algorithm 

proven useful for a medical database may show not 

to be useful in a cooperate database. Different ML 

program packages (WizWhy from Wizsoft.com,

See5/C5.0 from RuleQuest, WEKA et. all) are 

widely developed and used for decision making and 

data analysis. The approaches used for data analysis 

are different: traditional statistical methods, 
neuronal nets, case-based reasoning, decision trees 

and genetic methods.

The software package WEKA [12,15] has
number of ML tools for data analysis – Decision

Trees, Naïve Bias, Decision Table, Sequential

Model Optimization, NN, Linear Regression and
Voting Features. The learning methods are called 

classifiers. WEKA also implements cost-sensitive 

classification. When a cost matrix is provided, the 

dataset will be reweighted. Because of its object 

oriented program code and good interface and 

several visual tools we prefer this program shell to 
conduct the experiments.

TABLE 1.Features of the examined medical data sets, taken 

from UCI – ML Repository

Dataset attrib

utes

insta

nces

Conti

nius

Clas

ses

1. 

Breast 
Cancer

10 698 2 2 ->  457 

benign ; 
   241 

malignant

2. 

Diabetes 

Pima

 9 768  8 2 -> 500 

negative;

       

268 

positive

The accuracy level of WizWhy predictions is 

usually much higher in comparison with other 

approaches. In the BreastCancer experiment it 

predicted class “malignant” with 93.3% probability, 

and the incorrectly classified cases are 6. In See5 a 
very simple majority classifier predicts that every 

new case belongs to the most common class in the 

training data. In this example, 365 of the 460 

training cases belong to class “benign” so that a 

majority classifier would always optimize for 

“benign”. The decision tree has a lower error rate 

of 0.4% on the new cases, but this is higher than its 

error rate on the training cases. If boosting is used, 
this confidence is measured using an artificial 

weighting of the training cases and so does not 

reflect the accuracy of the rule. The diagnostic 
sensitivity (94.1%) and specificity (97.4%), which 

are two important factors may be used in 

conjunction with the overall accuracy of the method 
to determine the performance of a neural network on 

a medical application. (Sensitivity is the ratio of true 

positive decisions to the number of positive objects, 

specificity is the ratio of true negative decisions to 

the total number of negative objects and the overall 

accuracy expresses the ratio of correct decisions to 

the total number of objects).

4.1. Experimental results tested with WEKA
The program package WEKA has good 

explanatory and visual part. One great advantage is 

the object-oriented structure of the implemented 

learning models and algorithms. The program has 

sufficient interface and a variety of tools for 

transforming datasets. The unique feature of WEKA

is the Distributed Experiments. The experimenter 

includes the ability to split and distribute an 

experiment to multiple hosts. We have chosen to 

test the different classifiers in WEKA with 

breast.cancer dataset and the best results are 
achieved from the NaiveBayes + Kernel estimation 

algorithm. The incorrectly classified instances are 3. 

The same results are achieved with SMO classifier. 
(Data sets are taken from UCI ML repository 

http://www.ics.uci.edu). The features of data sets are 

given in table 1.

For the first dataset we use 460 randomly 

selected instances for training. When the class 

distribution is not well balanced the training set is 

locked so every one classification is done under the 

same condition. For the second dataset the negative 
cases in the whole dataset are 65,1% and in the 

training set they are 63,70%, and 67,82% for testing. 
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This gives us a well-spread distribution, by analogy 

with the first dataset.  A detailed study of 

comparative experiments is performed and the 
results are shown in table 2. When tested with 

DiabetsPima dataset WEKA gives 76,71% accuracy 

with the DecisionTable classifier and 75,95% with 

NaiveBayes. The best result is with the SMO

classifier – 76,34% accuracy. The only drawback is 

its increased time consumption. The breast.cancer

data set (Wisconsin) has nonlinearly separated 
classes “benign” and “malignant” and is chosen for 

the testing dataset for a number of different 

classifiers available in WEKA. 

TABLE 2. Results from the examined medical data set Breast.Cancer. NaiveBayes´ indicates kernel estimation, 

Voted perceptron classifier obtains 127 perceptron

Classifier Prediction

benign

Mean abs. 

error

Mean 

squared 

error

Correctly 

Classified

Time for 

build model

ZeroR All benign 0,458 0,4726 66,39% 0,71 s

DecisionStump Cell_Size
5

0,123 0,2334 94,11% 0,49 s

Decision Table No (23 rules) 0,0767 0,2343 94,95  % 3,84 s

IB1 0,0588 0,2425 94,12 % 0,94 s

IBk 1 neighbor 0,2054 0,2887 91,18 % 0,72 s

3 neighbors 0,1873 0,277 93,28 % 0,33 s

j48.J48 Cell_Size 0,0527 0,1695 96,64 % 3,35 s

j48.PART 10 Rules 0,0461 0,1775 96,64 % 2,92 s

Kernel Density 0,058 0,2384 94,12% 0,77s

kStar.KStar 0,0643 0,2025 94,54% 0,55 s

Linear Regression 0.9344 

correl.

0.2371 0.3409 - 3,07 s

LogisticRegress-

2class

0.0409 0.1193 97,89 % 1,04 s

LocalWeighRegress

on

0.9453 

correl.

0.2044 0.3113 - 0,77 s

Naive Bayes 

(simple)

P (C) = 

0.6548

0.0277 0,1631 97,06 % 1,05 s

Naive Bayes Prior P = 

0.65

0,0282 0,1652 97.058 % 1,49 s

Naïve Bayes Kernel 

Es

P = 0,65 0.0145 0.1129 98,74% 3,75 s

OneR Cell_Size<3,

5

0.0588 0.2425 94.12 % 1.92 s

SMOptimization 0.1512 0.1799 98,74 % 39,1 s

Voted Perceptron 

=127

0.1092 0.3305 89.076 % 1,15 s

8 iter.  536 

perceptr.

0.0462 0.215 95.378% 4.78 s

AdTree Cell_Size<2,

5

0.0742 0.175 96,64% 3,79 s

Neural Network 7 nodes 0.0452 0.1712 96,22% 24,5 s

2 nodes 0,0405 0,1348 97,89% 11 s



FUZZY MULTI-CRITERIA DECISION MAKING METHOD FOR DIAGNOSTIC SELECTION P 9

Voting Feat. 

Intervals

0.3967 0.4095 96,22 % 0,55 s

AdaBoostM1 10 iteration 0.1221 0.1897 97.0588 % 6.48

5 iteration 0.0803 0,1878 94.958  % 4.6 s

J48 

ReducedErrorPrun

10 iteration 0.0947 0.1729 97.8992 % 4.45

5 iteration 0.0745 0.1639 98.3193 % 1.27s

AttributeSelected 0.0145 0.1129 98.74 % 3,68 s

The program outputs the mean absolute 
error and the root mean-squared error of the 

probability estimates. The root mean-squared 

error is the square root of the average quadratic 

loss. The mean absolute error is calculated in a 
similar way by using the absolute instead of the 

squared difference.

Fig. 4. Working screen in WEKA for PimaDiabetes dataset. The two dimensional distribution (for X axis 

attribute 2 “Plasma glucose concentration a 2 hours in an oral glucose tolerance test”, and for Y axis 

attribute 7 “Diabetes pedigree function”) of 698 cases –in blue are the benign cases and in red – the 

malignant.

ZeroR classifier simply predicts the majority 

class in the training data. Although it makes little 

sense to use this scheme for prediction, it can be 

useful for determining a baseline performance as a 

benchmark for other learning schemes. 
DecisionStump model builds a simple one-level 

binary decision tree (with an extra branch for 

missing values). 

DecisionTable produces a decision table 

using the wrapper method to find a good subset of 

attributes for inclusion in the table. This is done 
using a best-first search. 
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NaiveBayes is a probabilistic classifier. By 

default it uses the normal distribution to model 

numeric attributes. When kernel density estimators 
is used, this improves the performance. The j48.J48

algorithm uses confidence threshold = 0,25. 

The SMO (sequential minimal optimization 

algorithm) is one of the fastest methods for learning 

but it works only for 2 classes. 

VFI (Classification by voting feature 

intervals) model uses intervals, which are 

constructed around each class for each attribute. 

Higher weight is assigned to more confident 

intervals, where confidence is a function of entropy. 
When no WeightedConfidence is selected, the 

correct classified instances increase by 1. 

The SMO class implements the sequential 

minimal optimization algorithm, which learns this 

type of classifier. Despite being one of the fastest 

methods for learning support vector machines [2], 

sequential minimal optimization is often slow to 

converge to a solution—particularly when the data 

is not linearly separable in the space spanned by the 
nonlinear mapping. Because of noise, this often 

happens. Both run time and accuracy depend 

critically on the values that are given to two 
parameters: the upper bound on the coefficients’ 

values, and the degree of the polynomials in the 

non-linear mapping. Both are set to 1 by default.

The results of the binary tree method are 

shown on figure 5. The confidence factor (CF) is set 

by the user. The most important attribute is found to 
be Cell_Size_Uniformity, but compared to other 

methods it separates at level <=3.

Cell_Size_Uniformity <= 3.0
|   Normal_Nucleoli <= 3.0
|   |   Bare_Nuclei <= 2.0: benign (210.66)
|   |   Bare_Nuclei > 2.0
|   |   |   Cell_Size_Uniformity <= 2.0: benign 

(11.34/2.0)
|   |   |   Cell_Size_Uniformity > 2.0: malignant (4.0)
|   Normal_Nucleoli > 3.0: malignant (13.0/4.0)
Cell_Size_Uniformity > 3.0: malignant (111.0/5.0)
Number of Leaves  : 5 Size of the tree : 9
Correctly Classified Instances  221          92.8571 

%

The experiments gave higher accuracy 

(98,74) with NaiveBayes´ and SMO, while the 

performance of the other classifiers excepting ZeroR

were comparable. The LogisticRegression and NN

algorithm came close with an accuracy of 97,89%. 

When modeling all five levels separately, the result 

from neural net model was correct in 14 from 17 

previous misclassified records (they were for 

diagnosis “absence of disease”). To apply such 
schemes to multiclass datasets, the problem must be 

transformed into several two-class ones and the 

results combined.

Fig. 5. Extracted rules with J.48 pruned tree with CF =0,25. If the confidence factor decreases, the number of 

extracted rules increases but also the error rises up to 7,14%.
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4.2. Application of Fuzzy Rules

The Fuzzy Sets Theory [16] allows the 

mathematical modeling of imprecise propositions. 

The fuzzy based model has been employed in many 

areas to simulate how inferences are made by 

humans, or to manage uncertain information. Such a 

model can be applied to data and image analysis. 
The idea in fuzzy analysis is formulating the 

decision model by logical rules. Cluster analysis 

deals with the discovery of structures or groupings 
within data. Fuzzy cluster analysis dispenses with 

unambiguous mapping of the data to classes and 

clusters, and instead computes degrees of 
membership that specify to what extend data belong 

to clusters. The objective function assigns a quality 

or error to each cluster, based on the distance 

between the data and the typical representatives of 

the clusters. The structure information discovered 

by fuzzy clustering can therefore be translated to 

human readable fuzzy rule bases. The advantage of 

the fuzzy system approach compared with other 

non-linear regression methods is that fuzzy systems 
not only are universal approximators, but also have 

clear physical interpretation for their structures and 

parameters so that the results can be interpreted in 

terms of fuzzy IF-THEN rules.

Let x1,x2,...,xn be elementary logical variables, 

each of them taking its values from the sets 

X1,X2,...,Xn called feature domains respectively. In 

general, domains are supposed to be continuous 

interval but in our examples for the sake of 

simplicity we will consider only the case of domains 
consisting of a finite number of values aij, where 

i=1,2,...,n, and j=1,2,...,ni. The Cartesian product of 

all domains X1×X2×...×Xn forms the universe of 
discourse U with the power in the finite case 

n1×n2×...×nn. Each element u=<x1,x2,...,xn> in U is 

an ordered n-tuple of the values of all variables. 

In the experiments we cluster the input data 

set, using modified K-mean algorithm and obtain 

the fuzzy class parameters. The rules are then 

evaluated according to given criterion and for 

selected granulation. Only two parameters are 

required: the number of classes, and the 'alpha' 
coefficient that measures the desired spatial 

smoothing. The process is otherwise entirely 

unsupervised.
For every ML tool the notion of distance 

measurement between the objects to be clustered or 

classified is important and apriory selected. In 

supervised learning new observation are assigned to 
classes on the basis of their distances from objects 

with known class labels. The SVM [2] is based on 

the Euclidean distance between individual 

observation and a separating hyperplan (margin). 

The choice of distance can have a large impact on 

the results of supervised and unsupervised learning 

analysis. Subject matter knowledge is very helpful 

in selecting an appropriate distance (based on 

correlations will be a better choice). The distance we 

calculate between clusters is single linkage = min 
distance between any two objects, one from each 

cluster. Other possible distances between clusters 

are: average linkage = the average of all pairwise 

distances between the members of both clusters; 

complete linkage = max distance between two 

objects, one from each cluster; centroid distance = 

distance between their centroids. Single linkage 

distance leads to long thin clusters, while average 

linkage leads to round clusters.

Fig. 6. Experimental results from MATLAB

The SOM is an excellent tool in the 

visualization of high dimensional data [7]. As such 

it is most suitable for data understanding phase of 

the knowledge discovery process, although it can be 

used for data preparation, modeling and 

classification as well. In future work, our research 

will concentrate on the quantitative analysis of SOM 

mappings, especially analysis of clusters and their 
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properties. The classification accuracy is measured 

by the percentage of correct classified cases. The 

experiments were performed using a Pentium II 300 
MHz PC with 128MB of RAM, running MS-

Windows ME

5. CONCLUSIONS AND 

DISCUSSION
Complex classifiers, especially those 

generated with the boosting option, can be difficult. 

Partitioning is also appealing when we classify in 
order to predict, particularly when we want to 

predict some property of a medical treatment.  

However, partitioning implies sharp boundaries, 
either logical subsets of discrete attributes or 

subranges of measured attributes.  We may be 

limited in our ability to distinguish discrete attribute 

values, and we are always limited in our ability to 

measure continuous attribute values.  Thus a 

partitioning classifier may find some cases (records) 

lying "near" the class boundaries for which 

unequivocal class assignment is not possible and 

may not be desirable. 
It is needed knowledge about the particular 

problem domain to do any more than filtering based 

on statistical attributes of the discovered rules or 
patterns. One possible solution to this problem is to 

express class assignment with fuzzy membership 

function. The membership function Cj (ai) gives the 
grade to that record ai belongs to each of the 

possible classes Cj.  Each record must belong to 

some class, even though there is insufficient 

information to say exactly which class.  This form 

of "fuzzy" classification produces classes that are 

closer to everyday concepts of "low", "very" and 
"malignant" than partitioning does.  There are no 

boundaries and no class assignments, only the 

membership functions.

For most medical applications the logical 

rules are not precise but vague and the uncertainty is 

present both in premise and in the decision. For this 

kind of application a good methodology is the rule 

representation, which is easily understood by the 

user. Therefore, the integration of fuzzy set and 

similarity measure methods gives a much better and 
more exact representation of relationship between 

symptoms and diagnosis. Self-organizing data 

mining technologies in medical data analysis have 
to select automatically useful knowledge for 

medical decisions, such as diagnosis of breast 

cancer disease. With the proposed IMD method we 
try to granulate the extracted knowledge and refine 

the rules. The detection of disease may also get 

more efficient by reducing both time and costs for 

the corresponding procedure. Besides classification 
accuracy, the efforts (time, costs) for 

creating/applying a classification model are quite 

important also.  Since self-organizing data mining 

selects a subset of attributes necessary to obtain a 

certain classification quality, this gives us cost 

saving effects.

For the tested medical datasets with WEKA 

Bayes classifier and SMO model show the highest 

accuracy and the best correctly classified cases. The 

program used only the most important attributes, 
and discarded the rest. In breast cancer dataset the 

most important attribute was Cell_Size_Uniformity

but there were 14 misclassifications. The same 

attribute was selected in our method and after the 

refinement the accuracy rises to 97,45 % (only 3 

errors). In the most cases the rules from WizWhy 

gave an overfit problem, there were too many 

specialized rules. 

Using the SOM toolbox for the visualization 
of high dimensional data and applying the fuzzy 

rules evaluation is most suitable for data 

understanding phase of the diagnosis selection 
process. The experiments show that induced 

decision trees are useful for the analysis of the 

importance of clinical parameters and their 
combinations for the prediction of the diagnosis. We 

achieve results from 97,45% correctly detected 

cases with more explanatory power and at little 

costs. This provides a viable alternative to the 

Bayesian and other neural nets, without having to 

have extensive knowledge of mathematical, 
cybernetic and statistical techniques or sufficient 

time for complex dialog driven modeling tools. A 

self-organising data mining creates optimal complex 
models systematically and autonomously by 

employing both parameter and structure 

identification. The IMD method could solve the 
basic problem of experimental systems analysis to 

avoid "overfitted" models based on the data's 

information only. We are also planning to provide 

new training examples for another medical datasets 

in order to derive simple rules for diagnosis 

determination on a distributed information system. 

For this purpose the Experimenter in Weka-3-1-9 

will be used. The Experimenter includes the ability 

to split an experiment up and distribute it to multiple 

hosts. This works best when all results are being 
sent to a central DB and is appropriate to implement 

on the Web.
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Abstract. The objective of this paper is to investigate and discuss the 

issues of security in computer based information systems. The paper will 

primarily focus on the statement “Using hacker techniques to improve 

information systems” and will address the issues predominantly to 

Information Systems (IS) network managers (also with some relevance to the 

average home user) so that they become more aware of the dangers to their 

computers and information systems that need to be prevented and controlled. 

The paper shall discuss the consequences of an attack, the breaches made by 

hackers and their prevention, security improvements and legal legislations 

and possible solutions.

1. INTRODUCTION

Since the birth of the computer and computer 
networks a minority of people in the internet 
community have existed to solely demonstrate their 
intellectual amplitude by attacking computer 
systems. In other cases attacks have come from 
people who seek financial gain, or want revenge for
a wrong doing or simply for fun. There are known 
cases of hacking to fund terrorism also know as 
cyber-terrorism. The nature of computing has 
changed tremendously over the last few years. As 
computer products and services have become 
cheaper and more powerful, they have also become 
more ubiquitous. This report is aimed at making 
recommendations for IS and network managers of 
small organisations who are concerned in the 
security of their transactions on their systems and 
via the internet, whether they are financial or hold 
private information, the report will also concentrate 
on the prevention of criminal activities by using data 
in a fraudulent manner along with examples of 
previous criminal activities. One unfortunate side 
effect of these changes is that computer crime has 
become more common. To quote detective sergeant 

Clive Blake, from the U.K. Metropolitan Police 
Computer Crime Unit, “Computers are the future of 

crime…They will become as crucial to the criminal 

as a gun or a getaway vehicle”. 
A legislation has also been endorsed by a 

Convention and is the first international treaty on 
crimes committed via the Internet and other 
computer networks, dealing particularly with 
infringements of copyright, computer-related fraud, 
child pornography and violations of network 
security.

1.0 INTERNET SECURITY ISSUES IN  

ORGANISATIONS

As the Internet becomes a growing 
phenomenon and has become increasingly more 
important over the years, more organisations are 
joining on to the Internet for advertising and web 
shopping. Because of such trends, Internet security 
has become a major issue and concern for every
organisation. 
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